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Abstract— Colleges are an optional final 

stage of formal education. However, with 

time, the Management Section finds the fact 

that the student churn rate in the university 

scope becomes a problem. The purpose of 

this research is to predict whether the student 

will be churn or loyal in the future, the data 

will be taken from 2014. The analytical 

technique used in this research process is the 

Fuzzy method of C-Means. At a university, 

the variable that will be tested is the Length 

of students who are currently attending 

higher education at the University or 

campus, when the last student pays 

enrollment, the last payment period, and the 

student's total payment. The data used as 

many as 100 datasets were collected in this 

research, starting from 2014 to 2020. Of the 

100 Datasets of informatics engineering, 

students gained 92% of loyal students, and 

8% of students predicted to churn.  

Keywords— Churn Redictin, Fuzzy C-

Means, Higher Education. 

 

I. INTRODUCTION 

The dropout rate is the most significant 

indicator to assess the quality of a higher 

education institution. The dropout rate refers 

to the percentage change between the 

number of students enrolled, and the number 

of students enrolls the previous year [1]. 

Reasons to drop out can be varied, from 

mismatch prospective student orientation 

with the course of study selection [2], 

willingness to enter the labor market as soon 

as possible, lack of financial aid to study [3], 

educational background, academic 

performance, and characteristic of the 

student [4]. Students drop out can be 

considered customer churn in the service 

industry, which is a significant problem for 

service providers, including higher education 

institutions [5]. The student regretted their 

study choice and moved to another campus 

or out of the campus. Generally, the dropout 

rate indicates that an institution cannot meet 

the student's expectations who enroll there 

[6].  

In Europe [1], more than 3 million students 

drop out from higher education with the 

highest dropout country in France (32%), 

Italy (15.8%), and UK (12%). In Indonesia, 

dropout rates reach only 2.8% in 2017 and 

3% in 2018 [7].  Even drop out the rate is 

relatively low in Indonesia, the student 

leaving from higher education institute is 

still necessary to be predicted and prevented 

because of university ranking assessment and 

its reputation [6]. 

 

 
Figure1: Drop Out Rates based on Academic Fields 

 

Figure 1 describes that engineering fields 

are academic fields with the highest drop out 

rate as 4,66%. In Italy, the engineering field 

is the second rank with 25% dropout rate 

after the professional field with 35% drop 
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out [1]. So, this research focuses on higher 

education institutes with the engineering 

field in Indonesia.   

To maintain existing students, universities 

need to improve the service, improve the 

quality of teaching, improve campus 

security, improve the environmental quality 

inside-outside the campus and know earlier 

which students will have the possibility to 

leave the institution or retain until graduation 

[1]. The higher education management needs 

to identify earlier the student who has a 

higher tendency to enroll and retain in their 

institutions and therefore be able to allocate 

their money effectively [8]. Furthermore, the 

better prediction of a student who is willing 

to retain in higher education is crucial to 

formulate an effective CRM strategy that 

works on developing long-term and 

sustaining a profitable relationship with the 

customer and key stakeholders [9].  

To identify a user who tends to leave or 

remain in the institution, the churn prediction 

can be used so the campus possibilities of 

losing students can be avoided [1]. In churn 

analysis, one model is commonly applied is 

the analysis of Recency, Frequency, and 

monetary (RFM) [10],[11]. RFM model 

analysis generally processes the customer’s 

transaction data include latest transaction 

date (Recency), transaction amount 

(Frequency), and monetary amount per 

transaction (monetary) [10]. The output of 

RFM analysis is consumption behavior [12],  

customer future value [13], and customer 

lifetime value [14],[15]. The most important 

output of RFM analysis for churn prediction 

is customer lifetime value [16]. Churner or 

customer with a high tendency to leave can 

be defined as someone with customer 

lifetime value decreasing over time [16]. In 

recent literature, RFM analysis is modified 

by adding customer relationships with the 

company [17]. Adding the L (Length of 

customer relationship) variable to the RFM 

model will lead to a more accurate customer 

analysis and increase the segmentation 

quality [18]. Therefore, this research use 

LRFM analysis to predict student churn or 

drop out in higher education based on 

customer lifetime value.  

LRFM analysis implementation in churn 

prediction is very fit when combined with 

data mining techniques [1],[17],[19],[20]. 

The main objective of churn prediction with 

machine learning is to categorize the 

customers into two clusters, churners or non-

churners, and suggest that prior customers be 

targeted with retention strategies [20]. 

Various machine learning techniques have 

successfully been used to predict customer 

churn in a recent study such as logistic 

regression (LR)[21], Artificial Neural 

Networks (ANN)[22], Fuzzy C-Mean 

algorithm [23],Decision Trees (DT)[24] and 

Support Vector Machine (SVM) [25]. Deep 

learning methods are applied in the machine 

learning section that can perform data 

processing. This research uses fuzzy C-

means to test the eligibility of churn 

predictors. Fuzzy C-means process data 

input – user data with grouping analysis.  

 

II. METHOD 

In this research, classification is a 

quantitative approach, with experimental 

methods. The quantitative approach is 

objective, oriented to the verification 

conducted in this study to attempt the 

hypothesis that data mining techniques could 

be used to predict churn levels. This 

approach is made by the experimental 

method of investigation due to a causal 

relationship using the researcher's controlled 

trial. This experiment was done with the 

dataset test, and the data mining model 

validation is generated through the training 

process. In this stage, the data that has been 

inserted into the application will be 

processed. Several processes are done before 

the result of the predictions comes out, 

ranging from normalization, determination of 

random value, calculation of membership, 

looking for the total cost of membership, the 

maximum result of iteration, and minimum 

error margin. 
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A. Analysis 

Analyze the problems that happened and 

see the needs of the users made to 

complete questions. Start by analyzing 

by coming to the University that 

research will do. 

B. Study Literature 

Literary studies are useful for obtaining 

supporting theories in research, such as 

identifying predictions using the Fuzzy 

C-Means. Literature studies are obtained 

from journals, scientific papers, books as 

well as research and articles that have 

been done before 

C. Data Collection and Observation 

At this stage will be conducted 

observation and collection of data done 

by going directly to the data source in 

the 17 Agustus University Surabaya 

scope, which will be used for objects in 

the manufacturing of predictive systems. 

We define the Length (L) variable as 

Length of student enrollment with 

higher education, Recency (R) is defined 

as the number of payment since last 

enrollment (months). Frequency is 

defined as the number of enrollment in 

higher education. Monetary (M) is 

defined as the total amount of money 

paid when students enroll in higher 

education.  

D. Application Design 

At this stage will be performed 

application design of the Fuzzy 

calculation of C-Means, determination 

of variables used for predictions, and 

application design. So the results are 

expected to know students who churn or 

do not churn. 

E. Implementation 

At the implementation stage, the design 

of the previously created applications 

will begin to be implemented in real-

time in desktop applications. 

F. System Trial 

The trial process of this application will 

be based on the data that has been 

collected to see the number of requests 

that have been created. 

G. Documentation 

At this stage, drafting the report and 

documentation is obtained from all research 

stages, ranging from the initial stage to the 

analysis and evaluation stage. 

 

III. RESULTS AND DISCUSSION 

The research used the university students' 

data 17 Agustus 1945 Surabaya with a total 

of students in the analysis period from 1 

January 2014 to 30 April 2020 as much as 

100 data. Data will be a preprocessing 

process first. This stage is a useful process 

for improving the accuracy and efficiency of 

data modeling. This stage helps see if there 

are double, empty, so data will later damage 

the research results. The data is then selected 

according to the attributes Length, Recency, 

Frequency, and Monetary; Data that has been 

chosenaccording to Length, Recency, 

Frequency, and Monetary is further done 

normalization by using equations. 

Standardization of the research is used 

because the monetary value of M has a 

difference is much different compared to the 

cost of L, R, and F. This is because the value 

of M is the amount of money that is issued 

by the university student with its unit of 

Rupiah (RP). The very distant difference is 

that normalization is required to avoid 

disrupting research results. The Range used 

in this research is the value between 0-1. 

 
Table 1: Raw Data 

 
 

After the raw data is transformed into 

transformation data, Length is transformed 

from first entry enrollment to last enrollment 

date, Recency is transformed from last 

enrollment to late enrolment date, Frequency 
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is transformed from every student enrollment 

date, and Monetary is transformed from the 

total amount of student enrollment fee. 

 
Table 2: Transformation Data 

 
 

 

Tabel 2 describes transformation data from 

students' big data based on churn predictor 

(Length, Recency, Frequency, and 

monetary). Once the normalization stage is 

performed, the centroid value is calculated 

by the Fuzzy C-Means (FCM) method. In 

FCM analysis, the data were divided into 

two clusters: 1) for loyal student and 2) for 

churners or potential students will drop out. 

FCM is needed to apply to calculate the 

cluster centers or centroid values to set up 

two clusters. These cluster centers are used 

for partitioning the input data into two 

different clusters. 

 

 
Figure 2: Result Cluster 

 

The Result of a fuzzy C-means calculation 

based on LRFM show that 71.14 % is 

grouped in cluster 1 as loyal students of 17 

Agustus 1945 University, and 28.86% is 

grouped in cluster 2 as churner students of 

17 Agustus 1945 Universitywho will drop 

out in the future. This result shows that 

28.86% of students are predicted to drop out 

of the 17 Agustus 1945 University for varied 

reasons, including a willingness to work in 

the labor market, incorrect student 

orientation, insufficient motivation to finish 

the study, and difficulties in the course of 

study.  

This churn rate prediction is relatively 

high, compare to actual drop out data on 

higher education in Indonesia, which is only 

4% in 2018. This study's churn rate is 

prediction, which means students have the 

intention or tendency to leave higher 

education in the future. So, 28.86% tend to 

leave 17 Agustus University in the future. 

The prediction is almost near the previous 

study, a 29% churn customer predicted [11].  

The high churn rate in higher education 

should be considered by 17 Agustus 1945 

University to make preemptive action to 

prevent actual churn in the future. 

Perchinunno et al. [1]suggest several 

preemptive actions might be used to prevent 

student drop out of higher education, which 

is 1) academic tutoring activities – to reduce 

difficulties in passing the exam,  2) guidance 

and counseling for matriculation – to 

improve student's convergence between 

study goal and their objective, so that student 

keep attend and continue the studies, 3) 

financial support, to support student focus on 

study and implement their project. 

 

IV. CONCLUSION 

The conclusion of the Data of higher 

education Churn prediction analysis with the 

Fuzzy Logic algorithm is the Fuzzy method 

C-means can use to clustering Churn the 

customers imported from the data set 

preprocessing so that the normalization 

results are obtained from each data. After 

that is calculating the membership degrees of 

each information using the Fuzzy method C-

means. Once the cluster value is obtained for 

each input, it will look for the highest 

membership value, the highest amount will 

determine where this data will be in which 

cluster. From the sample, churn prediction 

result show that 71.14% is loyal students, 

and 28.86% wouldchurn. 
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Churn prediction rate in the 17 Agustus 

University is quite higher than average 

higher education student churn rate in 

Indonesia. So that the 17 Agustus University 

should develop retention strategy to retain 

student such as academic tutoring activities, 

guidance and counseling for matriculation, 

and financial support.  

For future study, we suggest using another 

technique to predict churner on higher 

education such as Decision Trees (DT), 

Artificial Neural Networks (ANN), logistic 

regression (LR), and Support Vector 

Machine (SVM). 
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