
53 

 

 

OPTIMIZING CNNS FOR FACE RECOGNITION: COMPARING 
WELL-KNOWN ARCHITECTURES WITH CUSTOM MODELS 

1Theodorus Adrian Setiawan, 2Y.B. Dwi Setianto. 
1,2Program Studi Teknik Informatika Fakultas Ilmu Komputer, Universitas Katolik 

Soegijapranata 
120k10014@student.unika.ac.id, 2setianto@unika.ac.id 

ABSTRACT 

This project aims to find which CNN architecture is the best. From the research results, well-

known CNN architectures give better accuracy than the custom made one. Face recognition is 

useful for distinguishing someone's facial data that is already in the database. With this, the system 

can save someone’s facial data so that it can be used later for other purposes. In this research’s 

photo data will be used and there are three types of datasets, 20% of the whole dataset are used 

as testing. Then, one type of photo is removed from training and used in testing. Thirdly, a new 

100 photos, facing forward while using glasses, is used for testing. This will test the system to show 

the possible accuracy rates as the outcome. CNN Algorithm shows great results in terms of 

researches on face recognition. Well-known CNN algorithms, VGG16 and AlexNet, tend to give a 

high accuracy result according to many studies. Thus, this research uses two well-known CNNs 

as its architecture. 
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1. INTRODUCTION 

1.1. Background 

In this increasingly modern era, face recognition is becoming more and more popular in 

society. Along with technology advancements, many machines around us are now equipped with 

face recognition. From simple phone unlockers to face recognition in the police department. This 

implementation makes those works more convenient to use. Even though face recognition has been 

in many places, its technology tends to be limited by its huge computational needs.  

The algorithm used in this research is Convolutional Neural Network (CNN). This algorithm 

was chosen due to its good record for being used in face recognition. Dubey and Jain [1] conducted 

a research about automatic face recognition for emotion. In their research, they manage to get 

94.8% accuracy on CK+ and 93.7% on the JAFFE dataset. They also mention that they found it 

superior to other existing methods. On the other side, Irjanto and Surantha [2] conducted research 

using the CNN Alexnet Method algorithm to create a door locking system. The research obtained 

an accuracy result of 97.5%. Irjanto and Surantha also mentioned that these results were better 

than other results. 

In this research, researchers want to find whether it is better to use well-known CNN 

algorithms architectures or make a custom one. Well-known CNN architectures used in this 

research are VGG16 and AlexNet. VGG16 is chosen after viewing Dubey and Jain [1] research 
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while AlexNet was chosen based on Irjanto and Surantha [3] research. In their research, they were 

able to get good results using VGG16 and AlexNet architecture respectively. Custom architecture 

used in this research is a simple, 9 layer CNN architecture.  

1.2. Problem Formulation 

In this research, there are several problems that must be resolved so that this research can 

proceed successfully, namely: 

1. Can the system recognize the testing data in the form of photos? 

2. Which CNN's architecture is the best between the three? 

3. How high can each architecture be in terms of accuracy with 50 epoch? 

1.3. Scope 

This research aims to find the best CNN architecture from the three proposed architectures. 

Face recognition will be used to detect and recognize the facial data that has been entered in the 

system database. The data that is going to be used is in the form of photos. The result sought at the 

end is the accuracy of each architecture. 

1.4. Objective 

This research focuses on implementing CNN, both well known architectures and custom 

design, so that researchers can find the best architecture between the three. CNN algorithm is used 

due to its history of having high accuracy in face recognition. The desired result is of course the 

highest possible accuracy so that when a different type of facial data is used in the testing, it can 

still produce better accuracy. 

2. LITERATURE STUDY 
In 2020, Irjanto and Surantha [2] conducted research where they used CNN Algorithm 

Alexnet for home security systems. They mention that the door house locking system is very 

important and very easy to do. Also with the rise of IoT these days, the IoT based security system 

has started to become more popular among people. They also mainly mention that facial 

recognition has started to be implemented in door lock systems with CNN being the easiest yet 

producing the best accuracy among other algorithms. After conducting research and being tested 

20 times, an accuracy of 97.83% was obtained using CNN. This result holds true about CNN giving 

a high accuracy result as they mentioned before. One of the other ways tried by researchers is 

OpenCV. In their research, OpenCV produces an accuracy of 95%. 

Research conducted several years prior in 2017, focuses on improving CNN algorithm. 

Researchers mention that face recognition has become a great importance in real world application. 

This makes them want to improve the existing CNN algorithm. They did this by adding two 

normalization operations to the first and final convolutional layers. Other than that, they also use 

the SoftMax classifier. In this face recognition research, researchers changed two kinds of 

variables, size and batch, and used it in the proposed modified CNN. Their proposed modified 

CNN algorithm got an accuracy of 94.8% with data size 64x64x3 in top-1 error. On the other hand, 

for top-5 error, all sizes with channel 3 as its third dimension got the same accuracy of 98.8%[4]. 
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According to Georgia Tech Database in their research, their proposed method has increased the 

effectiveness of face recognition performance with better results. 

Liu also did research about CNN algorithms in 2022[10]. Researchers stated that in this 

modern era, the potential expansion of deep learning applications has greatly increased. In their 

research, they were using the traditional nine layer of CNN algorithm. As for the datasets, they 

used standard Labeled Faces in the Wild (LFW) facial datasets. Their research resulted in an 

accuracy around 80% after 300 steps of learning. After that even though it is fluctuating, the 

accuracy rate is stable at more than 90% and gradually increasing while continuously learning. 

On the other hand, Htwe Pa Pa Win et al[8] did a research focusing on expanding deep 

learning to detect faces, extract features and recognize. They also use standard facial datasets 

which is FEI. They mentioned that the use of standard FEI is so that they can easily compare their 

effectiveness and results with other researches. Their results show an increased accuracy and 

reduced time complexity while using CNN algorithm. Here the Deep CNN algorithm that they use 

got an accuracy of 99.10% when using 9 images taken from the FEI dataset, 4 are randomly chosen 

for training and the other 5 are used for tests. Their result time also reduced to 583.51 seconds 

when compared to other studies.  

Real time face recognition study was also done in 2019. Here researchers were using CNN 

algorithm for their real time face recognition. They chose the CNN algorithm so that they can 

maintain its high accuracy while the system works in real time. Researchers also stated that face 

recognition itself shows quite a challenge because face is a multidimensional, complex, and 

meaningful part of the body to visualize someone. In this research, they propose a 3-layer CNN 

method to solve those problems. As for datasets, they use a dataset from Essex University which 

consists of 115 subjects in it. They also divide their research into two parts where they use normal 

CNN and they use pre-trained CNN. In doing so two results were obtained. In terms of accuracy 

both got very good results where normal CNN got 98.4% and pre-trained CNN got 98.6%. The 

difference between both methods are not significant but when we see the time used for the research 

then we can see a huge difference. When using normal CNN training time of 132s was achieved 

while using pre-trained CNN only needed 66s to finish its training. That was a 200% improvement 

in training time. Researchers mentioned that this is due to the number of epochs in pre-trained is 

less[11]. 

CNN Algorithm was also used in other research in 2020. This research focuses on face 

recognition to help reduce the CoViD-19 cases during pandemic. With the rising of CoViD-19 in 

2020, the usage of medical masks has become a must. Unfortunately, with this sudden change 

many people still prefer to not use medical masks even though the government has urged people 

to wear masks. From this phenomenon, researchers want to help identify whether people use masks 

or not. In this research people's faces will be scanned and those who use or do not use masks will 

be classified to their corresponding group. Researchers used 800 face data where 200 data were 

faces without masks and 600 were faces with masks. From this research, an accuracy result of 98% 

was obtained with LFW datasets[3]. 
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Almabdy and Elrefaei [5] in 2019, conducted a research with various algorithms. Here 

researchers mention how face recognition has been applied broadly in many daily life systems. 

Because of those importances, they want to test whether they can improve the performance using 

pre-trained CNN. The results obtained are also close to the results of other studies. CNN and its 

various variations got an accuracy of at least 93.3%. Even though in this study CNN is not the best 

result overall, other results that get higher accuracy used a combination of two or more algorithms. 

One CNN variation, the Deep CNN, is still able to get an accuracy of 98.95%, which is quite 

similar to other studies. 

Still in 2019, another research was conducted using CNN-PCA method for face recognition 

attendance purposes. The researcher conducted the research in two separate ways. First the 

researchers only used the PCA method while in the second one they were using the CNN-PCA 

method. The researchers also used an increasing number of objects, starting from ten to fifty with 

an interval of ten. The PCA only experiment resulted in high accuracy but still below the accuracy 

of the experiments with the CNN algorithm mentioned above. The PCA only with ten objects 

resulted in an accuracy of 90% and the one using fifty objects resulted in an accuracy of 96%. On 

the other hand, although CNN-PCA only produced 90% accuracy in the test with ten objects in the 

test with fifty objects the resulting accuracy increased by 2% to 98% [6]. 

Other than that, a new challenge appeared concerning the implementation of CNN algorithm. 

With CNN algorithm size can be pretty big which makes it not compatible with all kinds of devices. 

This problem makes Sheng Chen et al[7] present a class of CNN algorithms that is called 

MobileFaceNets. With MobileFaceNets, researchers can cut down the size of the algorithm so that 

it can be used in more devices. In this research, they train MobileFaceNets with ArcFace in refined 

MS-Celeb-1M. With this trained MobileFaceNets, a 4MB MobileFaceNets can produce an output 

with 99.55% accuracy on LFW datasets, which is comparable to other big CNN algorithm 

methods. 

Still with the same problem, Wenting Liu et al[9] found that CNN based face recognition 

required high computing resources and storage which makes it hard to be implemented in some 

devices. This is unfortunate because CNN has been very good and precise when used in facial 

recognition. So in their research, they want to improve facial recognition methods based on 

lightweight CNN. In doing so they make the Squeeze-and-Excitation (SE) block and propose three 

improved structures which are the depthwise SE module, the depthwise separable SE module, and 

the linear SE module. Then they use those methods in several datasets like LFW, AgeDV-30, 

VGG2-FP and many more. On LFW datasets, their linear SE module got an accuracy of 99.57% 

while the baseline got 99.47%. The increase of accuracy in their results is not significant but still 

very high. All methods also resulted in a very high accuracy with depthwise SE + linear SE did 

the worst with 99.4%. 

 Judging from the results of the literature above, it can be seen that the CNN algorithm has 

a very high accuracy for face recognition. From some research, it can be seen that CNN gets pretty 

big in terms of size. Fortunately, there are some methods to customize CNN and make it more 
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compatible with more devices[7,9].  On the other hand, face recognition with CNN gets accuracy 

above 93% [4-5] and often gets accuracy above 97%[2,4,6,9]. This shows that CNN is the best 

algorithm for face recognition. Therefore, this research will be conducted with CNN algorithm to 

process the testing photo data. 

3. RESEARCH METHODOLOGY 

3.1. Research Methodology 

 
Figure 3.1. Research Methodology 

3.2. Face Registration 

The homeowner's face data will be entered into the database and will be adjusted to the size 

of the data to be used. The data entered is data in the form of photos. The photos entered are 700 

photos of the owner's face with each 100 photos rotated by approximately 30 degrees in seven 

kinds of orientations. Those orientations are facing forward, look left, look right, look up, look 

down, tilt left, and tilt right.  
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3.3. Dataset Collection 

In this research, data will be collected using videos taken with a webcam. A code will be 

used to turn the camera on and take 700 photos of the homeowner while using face detection to 

ensure that the photos have face data in them. The photos will contain the homeowner's face with 

a clearly visible face. The testing data that will be used for the first test is 20% of the whole photo 

dataset taken evenly and used as testing. For the second test, one type of photo taken from the 

original data that has been collected for testing while the other six other types used as training data. 

For the third test, all 700 original data are used as training data while 100 new photos, facing 

forward with glasses, are used as testing data. The data will be processed with three different types 

of CNN Algorithm architectures to capture people's facial data. 

3.4. Data Training 

Training is done using three different CNN Algorithm architectures to recognize faces in 

photos.  It starts with recognizing the photo. The photo fed into the system will be resized to an 

appropriate size. After that, the system will analyze the photo which involves passing the input 

image through several layers. These layers consist of convolution, activation, pooling, and fully 

connected layers that allow the layers to extract features from the input data. The system will then 

be trained and optimized while performing several training sessions through forward and backward 

propagation while adjusting several parameters. Next, when the system is good enough in 

recognizing the training photos, it will be used to start recognizing faces in testing. Finally, testing 

accuracy can be achieved as the final goal. These steps will be done several times while adjusting 

epochs and while using the other architectures.   

 

Figure 3.4.1 CNN Algorithm Layers 

3.5. Testing 

This process is designed to check the accuracy rate of a neural network at recognizing images 

in a test dataset. It works by feeding the test images into the model, seeing what the model predicts, 

and then comparing those predictions to the correct answers. The goal is to see how often the 

model gets it right. By calculating the percentage of correct predictions out of the total number of 

images tested, we can understand how well the model performs on new, unseen data. This helps 

us determine if the model is reliable for making accurate predictions in real-world situations. 
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4. IMPLEMENTATION AND RESULTS 

4.1. Experiment Setup 

In this research, the environment used is Google Colab version 2024-07-22 with the runtime 

type: python3 T4 GPU. The data used is 3500 image data spread evenly in 5 folders with image 

conditions as mentioned in section 3.2. On the first test, 20% of the data will be used as testing 

data and the rest will be used for training data. On the second test, 1 type of the photos will be used 

as testing photos and will be removed entirely from the training photos. In this case, the right-

facing face data. On the third test, all original data will be used as training data. Testing data is a 

new, 100 facing forward face while using glasses photos.  

4.2. Implementation 

In this research, there are two versions of the code used. In the first version, the system 

begins with the creation of DataCollection.py. This code is used to collect data on the faces of 

people who want to be trained. Next, the photos are trained in Modeling.py. Modeling.py contains 

the CNN Algorithm which is the main core of this research. Here, the photos will become a dataset 

to create a model. After adjusting the size and parameters per layer, the training results will be 

stored in the form of model.keras. In addition, this model.keras also contains important information 

such as name labels for each face data that has been trained. Finally, using a code called Testing.py, 

the model results are used as data for this code. This code is used to upload a photo that will be 

passed through a series of logic gates and can be used to determine a person's face data based on 

the model.keras with the name label in the code. Unfortunately, the use of this system was not 

perfectly successful. Even though all the steps went well, the results were not as expected. This 

happened because when saving the model in Modeling.py and loading the model in Testing.py 

there is an inequality of variables or units. This causes Testing.py to show only one name label to 

all tests.  

In the second version, the system runs more simply and only requires two files. 

DataCollection.py like the previous version and CNN_Train_Test.ipynb as the main code. 

DataCollection.py still functions as in the previous version and is used to collect face data in the 

form of photos. CNN_Train_Test.ipynb contains the creation of models for the three architectures 

that will be used, along with training data, and testing data. In this code, the code begins with 

determining the epoch, batch, learning rate, number of classes, and continues with the size of the 

input photo for each architecture. There are three sizes that can be used according to the number 

of architectures to make it easier to change the size. This is done by creating a class to retrieve the 

dataset and then load the data into another class to be resized according to the architecture needs. 

Next, create a class to store labels according to the number of classes in the dataset, in this project 

there are five classes. Then, the next step is model building. In this research, the three architectures 

used are AlexNet, VGG16, and a custom CNN. This step is followed by creating a class called 

model three times but each class contains the name of the architecture that can be used. This is 

done for the same reason as creating the photo input size class, which is to make it easier to replace 

if needed. In addition, in these steps, the optimizer to be used is also determined, namely Stochastic 
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Gradient Descent (SGD). The next step is training. In this step, the epoch data that has been 

determined at the beginning is drawn. Training is done as many times as the number of epochs. 

The last step is the search for training and testing accuracy. This code runs perfectly and 

successfully produces the desired results, namely testing accuracy.  

From the results of this research, it can be seen that the use of save and load models has its 

own risks. As happened in version one, if there are different variables or units in the save or load 

model, it can cause problems in reading. In addition, to correct these differences, more accuracy 

and understanding of detailed variables and units are required. For the second version, the code is 

simpler. After modeling for each architecture, dataset load, training, testing to get training and 

testing accuracy are done in the same code. This behavior reduces the risk of incorrect variables 

or units because everything is declared in the same file.  

4.3. Result 

In this first test, the variable used is an arbitrary epoch with batch as the control variable with 

a value of 10. The data used is 20% of the entire photos picked evenly. In the second test, the data 

used is one type of photo, namely the right face data, which has been removed from the training 

data and used in the testing data. The changing variable is epoch with a control variable in the form 

of batch with a value of 10. The results are shown in tables below. Each table shows screenshots 

of the results of the executed code showing the training and testing accuracy and the test accuracy 

results are written below the screenshots on each trial for easy viewing. 

Tabel 4.1 First Test Results 

Epoch VGG16 AlexNet Custom 

10 100% 100% 100% 

20 100% 100% 100% 

30 100% 100% 100% 

40 100% 100% 100% 

Tabel 4.2 Second Test Results 

Epoch VGG16 AlexNet  Custom 

10 52% 77.2% 63.2% 

20 59.8% 78.2% 62.4% 

30 78.2% 75% 72.8% 

40 71.4% 83.4% 63.8% 

50 81.6% 81% 74.2% 
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Tabel 4.3 Third Test Results 

Epoch VGG16 AlexNet  Custom 

10 81.4% 99.8% 33% 

20 99.8% 99.6% 39.4% 

30 99.2% 92.2% 40.6% 

40 95.4% 99% 25.8% 

50 98.3% 97.7% 38.4% 

 

4.4. Discussion 

In the first test, the accuracy results obtained were 100% in all testing results. This is 

influenced by the dataset which is 20% of the overall data. Data in this form gives rise to perfect 

accuracy because the testing data and training data are very similar, with only slight differences 

such as eyes closing or face orientation more tilted or straighter to the camera. Here the epoch used 

starts from epoch 10 and continues to increase until epoch 40 with an interval of 10 epochs in each 

trial. 

In the second test, the resulting accuracy changed a lot. This was influenced by the dataset 

where one type of photo consists of 100 items was taken and used for testing data. One type of 

data is a photo with the face facing right. The results produced varied. At low epochs, AlexNet 

produced the best testing accuracy and was quite far from other architectures. With 10 epochs, 

AlexNet managed to get 77.2% accuracy followed by custom CNN at 63.2% and finally VGG16 

with 52%. As the epochs increase, the accuracy of each architecture continues to increase as well 

until at epoch 30 VGG16 starts to become the best architecture among the three architectures used. 

At this point, VGG16 increased to 78.2% followed by AlexNet at 75% and the lowest Custom 

CNN with 72.8%. These results changed at epoch 40 where VGG16 dropped to 71.4% while 

AlexNet increased considerably to 83.4%. But at the last epoch of 50 VGG16 again had the highest 

accuracy at 81.6, AlexNet at 81% and Custom CNN at 74.2. 

In the third test, accuracy results fluctuate very roughly. This is influenced by the dataset 

where the original 700 photos used as training and testing is using new 100 photos with face facing 

forward and wearing glasses. In this test, a similar pattern emerged compared to previous results. 

In low epoch AlexNet got the highest accuracy while VGG16 accuracy is not as good but still 

quite high. With only 10 epochs, AlexNet got 99.8% accuracy, followed by VGG16 at 81.4% and 

at the last place is Custom with 33%. Next, with only 20 epoch VGG16 managed to get 99.8% 

accuracy followed by AlexNet with 99.6% and Custom at 39.4%. This position did not change, 

even though all accuracy dropped, until epoch 40. Just like the second test, where all architecture 

accuracy drops and AlexNet once again has the highest accuracy with 99% while VGG16 gets 
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95.4%. At the end, with 50 epochs VGG16 still got the best accuracy with 98.3%, followed by 

AlexNet with 97.7% and custom ended up with 38.4%.  

 From the results of this experiment, with the same batch and epoch, VGG16 produced the 

highest testing accuracy but it must be trained with a high epoch. On the other hand, AlexNet has 

relatively high accuracy on lower epochs. AlexNet may be more suitable for devices that do not 

have much computing power. The creation of Custom CNN is less recommended because to create 

and determine the variation of each layer requires a deeper understanding in its creation. Especially 

in this research where the custom architecture is using smaller photo sizes. With this decision, the 

architecture is harder to collect details which make it get horrible accuracy in the third test. Other 

than that, the results produced cannot be guaranteed to be better than well-known architectures. In 

this research, Custom CNN produces the worst results, but if other researchers have a better 

understanding of Custom CNN creation, it can produce better results than well-known 

architectures such as VGG16 and AlexNet.  

5. CONCLUSION 
In conclusion, CNN algorithm has successfully recognized the faces on the test dataset. With 

similar training and testing dataset in the first test, all architectures did not have any problem and 

managed to get perfect accuracy. For the second test, since the testing data is quite extreme, the 

results still show quite good results. On the other hand, in the third test, all well-known architecture 

got above 80% accuracy, while the custom barely get 40% accuracy.  The best architecture in this 

study is VGG16, which got the best result, although it is not far from AlexNet. For custom CNN, 

it is not recommended unless the researcher has a very good understanding of CNN modeling and 

the need of the dataset. During the research, custom CNN never got the best test accuracy results. 

On the other hand, AlexNet got good accuracy results at low epochs with quite far results compared 

to the other two architectures. For the final accuracy with epoch 50 in dataset number 2, VGG16 

got 81.6% accuracy, followed by AlexNet with 81%, and custom CNN got 74.2% accuracy. With 

dataset number 3, VGG16 got 98.3% accuracy, followed by AlexNet with 97.7%, and custom 

CNN got 38.4% accuracy. Future research is encouraged to try changing the number of batches, 

the learning rate, or even the type of photos to be used for testing. If possible, increasing the 

number of epochs can get higher or more diverse accuracy results. A combination of these changes 

may result in more varied findings. This research was unable to explore those variables due to 

physical hardware limitations and the free Google collab software which has a limit on the number 

of computing units. 
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